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The United States Census Bureau main-
tains a massive list of information about
all habitable addresses in the U.S. called
the Master Address File (MAF). Verify-
ing all of the information in the MAF
via a process called Address Canvassing
(AdCan) was the second most expensive
part of the 2010 census. Address can-
vassing involves recording all addresses
that must to be added to the MAF (new
habitable addresses) and all addresses
that must be deleted (no longer habit-
able).

Master Address File (MAF)

MADE (Minimum Average Deviance Es-
timation) is a statistical methodology
being developed by [1] for the purpose
of analyzing and making predictions us-
ing Poisson counts of deletions and addi-
tions to the MAF with the goal of using
these predictions to reduce the cost of
future AdCans.
The difficulty in developing a method-
ology is the size of the data set, as it
can have hundreds of millions of obser-
vations and thousands of variables for
each observation, thus having incredibly
high dimensions. MADE embeds a suf-
ficient dimension reduction procedure,
along with a local linear regression [2].
A sufficient reduction of X is BTX,
B ∈ Rp×d, d < p, so that BTX re-
places X in the regression of y on X.
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The optimization of Q(B) is carried out on a Stiefel manifold [3].

Optimization Function

Our project had three main compo-
nents:
I Analyze the existing code for MADE
to determine what its limitations are in
terms of speed and memory capacity.

I Parallelize the existing code for
MADE so as to allow for faster compu-
tation on larger datasets.

I Provide recommendations for further
improvements of the current code.

Project Work

Results: Parallelization

Function Timings

I Within MADE the optimization on
the Stiefel manifold took by far the
longest to do, followed by the kernel
weights calculations.

I The optimal combination was one
node and 16 ppn with a speedup of
about twice the serial version.

I The upper boundary of the dimension
of the dataset (in terms of memory
capacity) was determined to be between
5000 by 100 and 10000 by 100.

I Future research might be best spent
trying to optimize and further parallelize
the Stiefel Optimization.
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